

 
[bookmark: _msoanchor_1][bookmark: _msoanchor_3]12.10.                The data file Promote2.xlsx includes sales and price data on 6 competing products for 399 weeks. It also contains promotional information on these products for each week. (A full description is included in the data file.) Using] the data in Promote2.xlsx, estimate the effects of the promotions on the sales of each product and produce 5 week ahead forecast for the periods week 201-220 and week 301-320. For example, estimate the model with the data from week 1 to week 200, and forecast the product sales from week 201 to week 205. Then estimate the model with the data from week 2 to week 202, and forecast the product sales for week 202 to week 206, and so forth. Is there any evidence of instability in the model? How does this model compare with alternative extrapolative models with regard to periods with and without promotions? 
 






Outline  solution:
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To estimate the effects of the promotions, we initially develop a model which captures the relationship between the promotional variables and the price variables. We also take into account the effects of competitive prices and competitive promotions from other products. In addition, it is reasonable to think that the sales of the product may depend on its sales in previous weeks and the effects of price reductions and promotional activities may carry over. Taking UPC 38 as an example, we develop a preliminary model as follows:



In this model,  is the sales (in log) of UPC38 at week t,  is the price (in log) of UPC154 at week t-j,  is the promotional variable for UPC154 at week t-j,  and  are the parameters, and  is the error term.

We consider this model as correctly specified and the parameter coefficients will indicate the effects of price and promotional activities. However, before jumping to conclusions, we need to ensure that the effects of the price and promotional activities are not observed by accident by conducting relevant statistical tests (e.g. encompassing test or t-test). If we find some of the explanatory variables with no effect on product sales, we can simply remove them from the model. Thus the final model may be simplified and contains a smaller number of explanatory variables. The parameter coefficients in the final model can then be used to indicate the effects of the price and promotional activities on product sales. For example, the final model for UPC38 is:



We can then use this model to forecast the product sales of UPC 38. For example, we estimate the model with the data from week 1 to week 120, and forecast the product sales from week 121 to week 125. Then we estimate the model with data from week 2 to week 121, and forecast the product sales for week 122 to week 126, and so forth. Figure A below plots the 20 sets of parameter estimates for the model. It is obvious that the parameter estimates start to change considerably around the 13th set of estimation (i.e. the forecasts start from week 133). This indicates that the relationship between the product sales and the explanatory variables start to change due to some influential factors which are not included in the model, such as the change in economic conditions, the change of consumer taste, and the entry of new competitors etc.


Figure A	The plots of 20 sets of parameter estimates from week 201 to week 220.



The model can be compared with extrapolative models in terms of the forecasting performance. Table B below shows the MAPE for the models considering whether the focal product is promoted during the week. We call the model developed above without competitive information the ADL-1 model and the model with competitive information the ADL-2 model. The extrapolative model is referred as the SES model for simple exponential smoothing. For example, the ADL-1 model for UPC38 produces an average of 15.3% for the MAPE when the focal product is promoted from week 121 to week 140. When averaging across the five products, the two ADL models produces more accurate forecasts compared to the simple exponential smoothing model. The ADL-1 model is outperformed by the ADL-2 model, which indicates that in this case incorporating competitive information increases forecasting accuracy.



Table B		The forecast results for the MAPE	




	UPC
	week 121-140

	
	All forecast period
	Promoted period
	non-promoted period

	
	ADL-1
	SES
	ADL-2
	ADL-1
	SES
	ADL-2
	ADL-1
	SES
	ADL-2

	38
	6.7%
	4.8%
	7.0%
	15.3%
	5.4%
	17.5%
	5.2%
	4.7%
	5.2%

	39
	11.5%
	26.1%
	11.8%
	12.0%
	19.9%
	12.4%
	10.2%
	43.1%
	10.1%

	154
	15.8%
	19.6%
	14.8%
	7.3%
	13.3%
	6.3%
	16.2%
	19.9%
	15.2%

	173
	21.4%
	33.9%
	19.6%
	25.1%
	27.0%
	18.1%
	17.5%
	41.1%
	21.2%

	215
	18.6%
	26.1%
	14.4%
	19.2%
	15.9%
	12.4%
	17.2%
	49.0%
	18.7%

	
	 
	 
	 
	 
	 
	 
	 
	 
	 

	Average
	14.8%
	22.1%
	13.5%
	15.8%
	16.3%
	13.3%
	13.3%
	31.6%
	14.1%

	
	
	
	
	
	
	
	
	
	 

	UPC
	week  200-220

	
	All forecast period
	Promoted period
	non-promoted period

	
	ADL-1
	SES
	ADL-2
	ADL-1
	SES
	ADL-2
	ADL-1
	SES
	ADL-2

	38
	10.5%
	10.3%
	8.6%
	12.6%
	13.0%
	8.2%
	10.2%
	9.9%
	8.7%

	39
	28.9%
	52.2%
	26.0%
	20.6%
	50.0%
	22.8%
	31.7%
	52.9%
	27.0%

	154
	24.9%
	9.9%
	24.3%
	28.8%
	1.5%
	36.1%
	24.8%
	10.1%
	24.0%

	173
	16.9%
	63.3%
	18.8%
	31.8%
	71.2%
	32.3%
	12.4%
	60.9%
	14.8%

	215
	27.4%
	37.4%
	27.1%
	44.0%
	60.4%
	41.5%
	25.1%
	34.3%
	25.1%

	
	
	
	
	
	
	
	
	
	

	
	
	
	
	
	
	
	
	
	

	Average
	21.7%
	34.6%
	21.0%
	27.6%
	39.2%
	28.2%
	20.8%
	33.6%
	19.9%
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