Predicting loan default with SAS Enterprise Miner

a). The loans dataset contains 12 predictors which can be used to model whether an applicant has defaulted on a loan. The variable to be predicted (BAD) indicates whether an applicant defaulted on the loan. Throughout this analysis and modelling exercise we will identify several interesting aspects of the data and in particular key variables. In this section we just point out a few general characteristics of the data which are of general importance. The loans.xls contains 5960 data records for both building and comparing models. A key issue to consider is that the target variable is underrepresented, that is, 20% of the total observations have target level “bad” versus 80% which are “good”. This will be discussed later with regards oversampling. The distribution of several variables e.g. DELINQ and DEROG are heavily skewed with many variables equal to or close to zero. DEROG for example has a large proportion of observations at DEROG=0 and relatively few observations in which DEROG > 0. A better separation boundary may be obtained from these variables by converting to binary or nominal through grouping or binning. Note also that the distribution of YOJ is very skewed. Performing transformations e.g. log transform on such variables to make them a bit more normal may result in better results for regression type models. 
[image: ]
Some variables are observed to have a high number of missing values. DEBTINC for example has a high percentage of missing values (22%). Almost 10% of the data has missing values for NINQ. 

b).We create dummy variables for the JOB, DELINQ and DEROG variables as follows:

For the DELINQ and DEROG variables, notice that the distribution of both variables has a large proportion of observations at DEROG=0 and DELINQ=0 respectively, and relatively few in which DEROG > 0 or DELINQ > 0. We define a dummy variable such that when DEROG > 0, INDEROG=1 otherwise when DEROG=0, INDEROG=0. The dummy variable for INDELINQ is likewise defined. 
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The two dummy variables indicate that while the number of delinquent credit lines (DELINQ) and the number of major derogatory reports (DEROG) may hold important information, just the occurrence of delinquency or history of derogatory findings may have relevance for the target variable (loan = bad). That is not only the level of the variable but also the event it indicates carries information – in this case this may be a more powerful discriminating feature.

The JOB variable consists of 6 levels. We define 5 dummy variables corresponding to manager (JOBMGR), office job (JOBOFFICE), sales (JOBSALES), professional executive (JOBPROFEXE) and other (JOBOTHER). The effect of persons under self employment is captured in the intercept. 

c). To implement the models we use SAS enterprise miner. The partition employed is 50 percent training, 30 percent validation, and 20 percent test. We use in addition to all the original variables, the dummy variables for JOB, DELINQ and DEROG. Additionally we also use a set of missing value indicator variables; these indicate for each original variable the presence of a missing value or not. These variables are all used as input for in stepwise regression. In the backward regression we start with all original variables, all dummy variables and one miss value indicator variable M_DEBTIN. Using backward regression we identify the following subset of variables and define a model as follows (we show the first and last step of the model):

Recall that backward regression begins with all candidate effects in the model and then systematically removes effects that are not significantly associated with the target. In the first step, Step 1, the following effects were entered:

Intercept  CLAGE  CLNO  DEBTINC  DELINQ  DEROG  INDELINQ  INDEROG  JOB  LOAN  MORTDUE  NINQ  REASON  VALUE  YOJ  M_DEBTIN  

	
	
	
	Standard
	Wald
	
	Standardzed
	

	
	DF
	Estimate
	Error
	ChiSq
	Pr > ChiSq
	Estimate
	Odds Ratio

	Intercept
	1
	-2.5708
	0.4492
	32.75
	<.0001
	
	0.076

	CLAGE
	1
	-0.00425
	0.000991
	18.44
	<.0001
	-0.2045
	0.996

	CLNO
	1
	-0.0194
	0.00814
	5.68
	0.0171
	-0.1076
	0.981

	DEBTINC
	1
	0.0634
	0.0111
	32.7
	<.0001
	0.2973
	1.066

	DELINQ
	1
	0.6103
	0.1087
	31.53
	<.0001
	0.3934
	1.841

	DEROG
	1
	0.3821
	0.1314
	8.46
	0.0036
	0.1636
	1.465

	INDELINQ
	1
	0.3709
	0.2587
	2.06
	0.1516
	0.0813
	1.449

	INDEROG
	1
	0.3851
	0.2941
	1.72
	0.1903
	0.0684
	1.47

	JOBMGR
	1
	0.3123
	0.1956
	2.55
	0.1103
	
	1.367

	JOBOFFICE
	1
	-0.4753
	0.2019
	5.54
	0.0186
	
	0.622

	JOBOTHER
	1
	0.2227
	0.1527
	2.13
	0.1447
	
	1.249

	JOBPROFEXE
	1
	-0.2046
	0.187
	1.2
	0.274
	
	0.815

	JOBSALES
	1
	0.3266
	0.4578
	0.51
	0.4756
	
	1.386

	LOAN
	1
	-0.00002
	7.42E-06
	4.39
	0.0361
	-0.0989
	1

	MORTDUE
	1
	-5.47E-06
	2.62E-06
	4.37
	0.0366
	-0.129
	1

	NINQ
	1
	0.1629
	0.0399
	16.64
	<.0001
	0.1485
	1.177

	REASON
	1
	-0.1069
	0.0794
	1.81
	0.178
	
	0.899

	VALUE
	1
	5.56E-06
	1.62E-06
	11.78
	0.0006
	0.1803
	1

	YOJ
	1
	-0.0228
	0.0106
	4.57
	0.0326
	-0.0926
	0.978

	M_DEBTIN
	1
	-1.4169
	0.0743
	363.54
	<.0001
	
	0.242



Table 1: Logistic Regression Model: Point Estimates and Odds Ratio Estimates

The Final Step, Step 3: Effect INDELINQ removed.

	
	
	
	Standard
	Wald
	
	Standardized
	

	Parameter
	DF
	Estimate
	Error
	ChiSq
	Pr > ChiSq
	Estimate
	Odds Ratio

	
	
	
	
	
	
	
	

	Intercept
	1
	-2.5358
	0.4506
	31.68
	<.0001
	
	0.079

	CLAGE
	1
	-0.0043
	0.0010
	18.88
	<.0001
	-0.207
	0.996

	CLNO
	1
	-0.0195
	0.0081
	5.85
	0.0156
	-0.108
	0.981

	DEBTINC
	1
	0.0641
	0.0112
	32.93
	<.0001
	0.300
	1.066

	DELINQ
	1
	0.7434
	0.0737
	101.66
	<.0001
	0.479
	2.103

	DEROG
	1
	0.5179
	0.0903
	32.87
	<.0001
	0.222
	1.679

	JOBMGR
	1
	0.2900
	0.1948
	2.22
	0.1366
	
	1.336

	JOBOFFICE
	1
	-0.4718
	0.1995
	5.59
	0.0181
	
	0.624

	JOBOTHER
	1
	0.2095
	0.1513
	1.92
	0.166
	
	1.233

	JOBPROFEXE
	1
	-0.2289
	0.1862
	1.51
	0.2191
	
	0.795

	JOBSALES
	1
	0.3282
	0.4500
	0.53
	0.4658
	
	1.388

	LOAN
	1
	0.0000
	0.0000
	5.66
	0.0174
	-0.111
	1.000

	MORTDUE
	1
	0.0000
	0.0000
	4.6
	0.0319
	-0.133
	1.000

	NINQ
	1
	0.1620
	0.0394
	16.9
	<.0001
	0.148
	1.176

	VALUE
	1
	0.0000
	0.0000
	12.87
	0.0003
	0.188
	1.000

	YOJ
	1
	-0.0216
	0.0106
	4.11
	0.0426
	-0.088
	0.979

	M_DEBTIN
	1
	-1.4219
	0.0740
	369.41
	<.0001
	
	0.241



Using stepwise regression we identify the following subset of variables and define a model as follows (we show the first and last step of the model):

Recall that stepwise selection begins, by default, with no candidate effects in the model and then systematically adds effects that are significantly associated with the target. In the first step, Step 1, the following effects were entered: Effect M_DEBTIN entered.

	
	
	
	Standard
	Wald
	
	Standardized
	

	Parameter
	DF
	Estimate
	Error
	Chi-Square
	Pr > ChiSq
	Estimate
	Odds Ratio

	
	
	
	
	
	
	
	

	Intercept
	1
	-0.948
	0.063
	227.03
	<.0001
	
	0.388

	M_DEBTIN
	1
	-1.451
	0.063
	531.94
	<.0001
	
	0.234




The Final Step, Step 17: Effect YOJ entered.

	
	
	
	Standard
	Wald
	
	Standardized
	

	Parameter
	DF
	Estimate
	Error
	Chi-Square
	Pr > ChiSq
	Estimate
	Odds Ratio

	
	
	
	
	
	
	
	

	Intercept
	1
	-0.575
	0.630
	0.83
	0.3613
	
	0.563

	CLAGE
	1
	-0.004
	0.001
	15.11
	0.0001
	-0.192
	0.996

	CLNO
	1
	-0.022
	0.008
	6.68
	0.0097
	-0.121
	0.978

	DEBTINC
	1
	0.074
	0.012
	37.03
	<.0001
	0.345
	1.076

	INDELINQ
	1
	0.601
	0.276
	4.76
	0.0292
	0.132
	1.825

	JOBMGR
	1
	0.320
	0.202
	2.53
	0.112
	
	1.378

	JOBOFFICE
	1
	-0.574
	0.213
	7.3
	0.0069
	
	0.563

	JOBOTHER
	1
	0.244
	0.157
	2.41
	0.1202
	
	1.276

	JOBPROFEXE
	1
	-0.371
	0.197
	3.54
	0.0599
	
	0.690

	JOBSALES
	1
	0.575
	0.468
	1.51
	0.2195
	
	1.777

	LOAN
	1
	0.000
	0.000
	4.88
	0.0271
	-0.107
	1.000

	MORTDUE
	1
	0.000
	0.000
	5.6
	0.018
	-0.159
	1.000

	NINQ
	1
	0.217
	0.041
	27.54
	<.0001
	0.197
	1.242

	VALUE
	1
	0.000
	0.000
	14.29
	0.0002
	0.211
	1.000

	YOJ
	1
	-0.022
	0.011
	3.95
	0.0468
	-0.089
	0.978

	M_DEBTIN
	1
	-1.397
	0.078
	320.06
	<.0001
	
	0.247

	DEROG
	1
	0.464
	0.090
	26.41
	<.0001
	0.199
	1.590

	DELINQ
	1
	0.643
	0.122
	27.63
	<.0001
	0.414
	1.901

	M_VALUE
	1
	-2.392
	0.473
	25.55
	<.0001
	
	0.091

	M_DEROG
	1
	1.172
	0.216
	29.56
	<.0001
	
	3.229

	M_CLNO
	1
	-1.929
	0.282
	46.72
	<.0001
	
	0.145

	M_JOB
	1
	0.680
	0.277
	6.01
	0.0142
	
	1.974



d). Tables below show the classification matrix for backward and stepwise regression method. The misclassification rate for the backward regression is 16.6% on the test dataset. This can be compared to the misclassification rate for the stepwise regression which is better at 16.3%. The misclassification rate calculated is based on classifying those with a score of 0.3 or more as bad.) The backward method is generally not recommended for binary targets when there are many candidate effects or when some input variables have many levels. 

Misclassification rate for backward and stepwise regression methods

	Model
	Misclassification Rate

	
	Train Set
	Validation Set
	Test Set

	Backward Regression
	15.2%
	16.8%
	16.6%

	Stepwise Regression
	15.0%
	17.0%
	16.3%



The findings of comparing the results from the methods are shown graphically using the ROC curve below. The results of the curve support those of the misclassification matrix indicating that the stepwise regression performs better than the backward regression method. The performance of both models based on the ROC curves is comparable to that of the classification tree in Figure 12.18 of chapter 12.

[image: ]

e). The data consists of approximately 20% observations representing the target variable “bads”, the class of interest and 80% representing “good” loans. To improve our Data Mining result as we only have a small amount of target variables, it is useful to oversample the target variable. By so doing we also consider the impact of sample size on both models by oversampling the “bads” to increase the sensitivity of the model. the ROC curve below shows results of oversampling for the Stepwise and Backward regression models. Observe that oversampling has improved the performance of the backward regression significantly while the performance of the stepwise regression has deteriorated. It is generally found that using an oversampling scheme aids the identification of the target. In the case of backward regression this is quite substantial. In the case of the Stepwise regression, which starts with only a constant, a simpler model is chosen which results in decrease in performance.

[image: ]


f). Estimating nonlinear effects of MORTDUE and DEBTINC on the probability of defaulting. On inspection of the MORTDUE variable, no nonlinear effects are noted. From previous modelling it can be noted that there is a nonlinear effect between DEBTINC and the target variable corresponding to the occurrence or non-occurrence of a value for the variable. The availability of a person’s Debt-to-income ratio information as well as the level of that Debt-to-income ratio has a nonlinear effect on the target variable. We can investigate these effects separately. Figures below show 

[image: ]
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the book plot for DEBTINC for both bad and good loans. It can be seem from the distribution that as expected, good loans have a considerably lower debt-to-income ratio than do bad loans which has a very tight distribution around 50 while for good loans DEBTINC is generally lower than the median value of approx. 35.

Below is a histrogram of the distribution of the target variable bad against the missing data indicator variable for DEBTINC. It can be observed that when there is no data for DEBTINC, it is a general indication of a good loan. In contrast when DEBTINC is available, it appears to be an indication of a bad loan rather than a good. 
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